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ABSTRACT
This paper argues for the importance of considering interpersonal relationships emerging among the users of multi-user applications, and demonstrates the usefulness of a multi-agent system underlying a specially designed multi-player games to investigate emerging user attitudes towards each other.

Categories and Subject Descriptors
H.1.2. [User-Machine Systems]: Human factors
H.5.3 [Group and Organization Interfaces]: Web-based interaction
I.2.11 [Distributed Artificial Intelligence]: Distributed Artificial Intelligence – multi-agent systems, cooperation.
J.4 [Social and Behavioral Sciences]: Sociology

General Terms
Design, Experimentation, Human Factors.

Keywords
Cooperation, Social Networks, User Attitude, Multi-Payer Games.

1. INTRODUCTION
With the recent developments in the fields of distributed artificial intelligence, game theory and multi-agent systems (MAS), there has been a continuously growing interest in the study of social issues and cooperative behavior. One reason for this interest is technical - a system consisting of many autonomous interacting entities is hard to predict and manage [2, 3, 6]. Researchers studying social issues in MAS for this reason are mostly interested in the mechanisms for emerging cooperation and apply techniques from the areas of game and economic theory. Another reason for studying social issues in MAS is related to the successful deployment of multi-agent systems with human users in the real world [5,7], which requires taking into account the social dynamics of the environment. Researchers motivated by this reason are more interested in sociological aspects, i.e. discovering and describing existing relationships among people and organizational structures [1]. While there is a lot of research of user cooperation in organizations [8], there is not much research on emerging cooperation among users within MAS applications, where users do not know each other from the beginning, have no existing organization to define roles and processes and yet the users need to cooperate in order to exchange services and resources. Examples of such multi-agent, multi-user environments are multi-player games, newsgroups and discussion forums, peer-to-peer file sharing or computation resource sharing applications, e-learning environments.

User attitudes play an important role in such cooperation. We are interested specifically to find out how people develop attitude of liking or disliking other people and how one changes his/her attitude towards other people to reciprocate their perceived attitudes towards him/her. For this purpose we designed a game that allows players to manipulate their attitude (level of liking or disliking) to the other players. The user attitudes have impact on the success of each player, since only through cooperation all players can maximize their scores.

2. GAME DESIGN
We want to study the evolution of personal relationships among a group of people using a multi-player web-based game. This game is implemented using Apache Tomcat server and is built on FIPA-OS [4], a multi-agent platform. The idea of the game is as follows:

The game requires at least three players. The game starts by player A signing in the system. Player A will be provided with the list of names of the current players in the system and will be required to enter his/her attitude (how much he/she likes each other player) as a integer from 5 (strong like) to 1 (strong dislike). A round of the game starts by player A choosing one of the other players, say player Z, as a final destination for a packet of 100 units. The rules of the game do not allow A to send the packet directly to Z. Player A needs to send it to another player, which he/she likes most. Each intermediate player, upon receiving A’s package takes away a number of parts proportional to the level of dislike it holds towards A and passes the package to another player, which it likes most. The round finishes when the packet reaches the destination player or is destroyed. The score for A of this round is a function of the percentage of the packet that has arrived at the destination and the length of the path it traveled.
One can see that if everyone likes everyone, everyone will be able to maximize his/her scores. The game becomes interesting when players have different attitudes to each other. To ensure that this
is the case, a tit-for-tat behavior is stimulated by allowing player A at the end of the round to get feedback about the attitudes of the other players towards him/her. The actual attitudes of the players are not revealed; they are kept private. However, the server observes how much each player subtracts from the package and classifies the attitude of each to user A in one of two types: likes (levels 3, 4, 5) or dislikes (levels 1, 2). In response, the player A can change his/her attitudes towards any of the other players before playing another round of the game.

A personal agent represents each player, thus saving the player’s effort needed to consider each passing packet and ensuring consistency in the forwarding of packages according to the attitudes of the player towards the other players. The personal agent maintains a list of attitudes \( \{ a_1, \ldots, a_4 \} \) of the player towards the other \( k \) players. A number \( a_i \in \{1,2,3,4,5\} \) represents each attitude, where 1 means “dislikes” and 5 “likes”. During the course of the game, the agent decides to whom to pass each packet and how much to take away. The following are some of the rules that agents use during the game. The packet is sent to the agent of the most liked player \( M \) \( |a_M| = \max \{ a_1, \ldots, a_4 \} \). An agent of player A will not send a package to the agent of a player B that A dislikes (i.e. \( a_B = 1 \) in A’s attitude model). Assume that \( a_R \) is the value of the attitude of the player to the originator \( R \) of the package, if the player completely dislikes \( R \) (i.e. \( a_R = 1 \)) the agent will destroy the packet, i.e. it will not pass it further. Otherwise, the agent takes away \( n \) parts of the package where \( n = 5 - a_R \) and forwards the package. The agent does not reveal the attitudes of its player to either other agents or to the system.

3. EXPERIMENT

This section describes some preliminary results generated by a 45-minute experiment with the game. Six participants played a total of fifty rounds of the game (i.e. packages sent by different players) and answered survey forms in the end. The participants had different gender, age, and background (nationality, education, and research interests). In each set of experiments the participants did not know each other (aliases were used by all but one of them). The players were given a general introduction about the game and the basic rules. Some of the questions we wanted to answer with the experiment and the observations follow:

Can cooperative groups be identified by a certain pattern in the individual players’ attitude changes? The evolution of the group average level of attitude fluctuated in a small interval above the neutral, reflecting the generally cooperative spirit in the group of players.

How players choose initial attitudes to a player they didn’t know? 4.3% of the players chose “strong like (5)”, 30.4% chose “like (4)”, 60.9% chose “neutral (3)”, 4.4% chose “slight dislike (2)”, and none of the players chose “strong dislike (1)”.

How players change their attitude to another player when they know the other player’s general attitude toward themselves (only like/dislike)? 17.4% of the players never changed their attitude to others. If the players find out that another player does not like them, 4.3% of the players changed their attitude to the player to “strong dislike (1)”, 52.2% decreased their attitude level gradually, and 26.1% did not change their attitude. But if the players find out that the other player likes them, 82.6% of the players increment their attitude level gradually. From these numbers it seems that the players had neutral to positive attitude disposition at start and were fairly conservative in changing their attitudes.

Does individuality play a role in changing attitudes towards other players in response to failure or success? The individual players displayed different evolution in their attitudes, corresponding to the reactions described above. One of the players reacted strongly to the fact that his package was destroyed, so he changed his attitude to all other players to “strong dislike” towards the end of the game. After realizing that he won’t be able to play anymore, he changed his attitude by assigning random values. This radical change of attitude shows that individuality plays an important role in peoples’ attitudes. Such individual differences need to be considered when designing motivation mechanisms in multi-user systems. A classification of users with respect to the most typical reaction they chose may help to select appropriate adaptation of the system for the individual user to encourage cooperation among users. Users can be then identified as belonging to particular classes using several rounds of game playing as a diagnostic tool before starting their actual usage of the P2P environment.

Even though the results of this very preliminary experiment are not conclusive, they demonstrate the wealth of data that can be retrieved from the game that we described. It would be useful to analyze the data available to each player at each point when they decided to change attitude and to use think aloud protocols to find out the reasons for the change. This will throw light into how people develop attitudes towards each other in response to events and information about other peoples’ attitude towards them.

4. CONCLUSIONS AND FUTURE WORK

Interpersonal relationships influence the level of cooperativeness and motivation of the participants to share resources and services. There are not enough studies of how people actually develop attitudes to each other in the context of a computer supported interaction environments and how these attitudes evolve in time in response to events and realizing others’ attitude towards oneself. We use a specifically designed MAS-based computer game as a tool to investigate the dynamics of such attitudes and we show some preliminary results. As our next step we will develop emotional and motivational interface to attempt to steer different types of users towards a more cooperative behavior.
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